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Abstract

It has been postulated that existing species have been linked in the past in a way that can be

described using an additive tree structure. Any such tree structure reflecting species relationships is

associated with a matrix of distances between the species considered and called a distance matrix or

a tree metric matrix. A circular order of elements of X corresponds to a circular (clockwise)

scanning of the subset X of vertices of a tree drawn on a plane. This paper describes an optimal

algorithm using circular orders to compare the topology of two trees given by their distance

matrices. This algorithm allows us to compute the Robinson and Foulds topologic distance

between two trees. It employs circular order tree reconstruction to compute an ordered bipartition

table of the tree edges for both given distance matrices. These bipartition tables are then compared

to determine the Robinson and Foulds topologic distance, known to be an important criterion of

tree similarity. The described algorithm has optimal time complexity, requiring O(n2) time when

performed on two n×n distance matrices. It can be generalized to get another optimal algorithm,

which enables the strict consensus tree of k unrooted trees, given their distance matrices, to be

constructed in O(kn2) time.
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Introduction

A tree is a formal structure of the representation of the process of evolution. The leaves

represent the species under study, the interior nodes represent virtual ancestors and the edges

represent the evolutionary events. In biology this tree is called a phylogenetic tree, or an additive tree

if tree edges have the valuations. The principal goal of phylogenetic reconstruction is to infer an

additive tree from imperfect contemporary data, which do not correspond directly to any tree

topology. Consequently, we should utilize an available fitting method to obtain the data

corresponding to an additive tree.  

It is important to be able to compare trees obtained from the observed real data because different

fitting methods may provide different trees even for the same initial data set. When two data sets are

considered, the knowledge of the comparative indices, like the Robinson and Foulds distance, for

example, can give us some ideas about the similarity or dissimilarity of the evolutionary processes

corresponding to these data.

Zaretskii (1965), Buneman (1971), Patrinos and Hakimi (1972) and Dobson (1974) have

proved that a dissimilarity d corresponds to an additive tree if and only if the following statement

holds: for each four elements i, j, k, l of X, we have d(i,j) + d(k,l) ≤ max {d(i,k) + d(j,l); d(i,l) +

d(j,k)}. Moreover, this additive tree is unique considering a strict definition of additive trees (see the

next section). A dissimilarity d fulfilling the above inequality is called a tree metric. Several optimal

algorithms, with time complexity O(n2) for an n×n matrix, for reconstructing an additive tree

corresponding to a given tree metric matrix, have been proposed in the literature. Among the works

addressing this problem, the paper of Waterman et al. (1977) introducing the first optimal

reconstruction algorithm as well as its modified version, presented by Hein (1989) in the case of

binary trees, which takes O(nlogn) time, should be mentioned.

Another type of tree reconstruction procedure consists of algorithms based on circular

(diagonal) orders. A circular order of elements of X corresponds to a circular (clockwise) scanning of
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the subset X of vertices of a tree drawn on a plane. The first tree reconstruction algorithms using

diagonal and circular orders were independently proposed by Chaiken et al. (1983) and Yushmanov

(1984) respectively. In Makarenkov and Leclerc (1997), we proved that the diagonal and circular

orders introduced in the two above-mentioned articles are indeed the same and also suggested a

manner in which they may be applied to the problems of tree metric recognition and fitting of a tree

metric to a given dissimilarity.

The Robinson and Foulds topologic distance is an important and frequently used tool to

compare additive (phylogenetic) tree structures (see for instance Robinson and Foulds (1981), Saitou

and Nei (1987), Gascuel and Lévy (1996), Gascuel (1997), Makarenkov and Leclerc (1997)). This

distance is equal to the minimum number of elementary operations, consisting of merging or splitting

nodes, necessary to transform one tree into the other. As proved in Robinson and Foulds (1981), it is

also the number of bipartitions, or Buneman’s splits (1971), which belong to exactly one of the two

trees. If we deal with two unrooted trees having no internal vertices labeled according to the elements

of X, the Robinson and Foulds distance on the set X of n elements varies between 0 (when the trees

are isomorphic) and 2n-6 (when all non-trivial bipartitions in two trees are different; a trivial

bipartition corresponds to an edge incident to a leaf), whereas, the maximum value of the Robinson

and Foulds topologic distance between two unrooted trees allowing internal vertices labeled according

to elements of X, is equal to 3n-6 (for the demonstration see Robinson and Foulds (1981)).

An optimal O(n) time complexity algorithm for computing the Robinson and Foulds topologic

distance between two trees, given by their postordered tree representation (PSW) introduced in

Standish (1980), has been proposed by Day (1985). In the same paper this algorithm was generalized

for computing the strict consensus tree of k trees in O(kn) time. Day’s algorithms first transform a

PSW table representations into a special cluster representation from which the Robinson and Foulds

topologic distance and the strict consensus tree can be computed by means of a sufficiently

complicated but optimal, regarding the time required, procedure.
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Obviously, only the topology of an additive tree is meaningful when computing comparative

indices, as for example the Robinson and Foulds distance or the strict consensus tree, and the values

of edge lengths are not of importance. But often, for instance after performing a heuristic fitting

algorithm or bootstrap and jackknife validation procedures, we have to deal with tree metric matrices

and not with tree structures encoded by their PSW representations, nor bipartition matrices, nor lists

of vertices and edges.

In fact, there are two ways for computing the Robinson and Foulds distance between two

trees given by their tree metric matrices on the set X of n elements. The first proceeds by transforming

each of two matrices into bipartition tables which can be compared line by line in order to detect

matching clusters. It is without doubt the easiest and the most popular approach to compute the

Robinson and Foulds distance and the strict consensus tree, as well as other tree comparative indices

known in the literature. However, such an approach is not optimal because comparing two bipartition

matrices (not specially ordered) takes O(n3) time. The second way to compute the distance should be

optimal for time complexity, but too complicated for implementation due to the three different

algorithms involved. First, starting from two given distance matrices we can infer the two

corresponding trees under the form of their edge lists. It can be done using Waterman’s et al.

algorithm, for instance. Second, an algorithm for transforming an edge list into a PSW table or

directly into Day’s cluster table should be implemented. Such an algorithm is not likely to exist in the

literature and should be sophisticated. Third, Day’s linear time complexity algorithm can be applied to

these transformed data to compute the Robinson and Foulds distance. Such an approach would lead

to the optimal O(n2) time complexity procedure but is very difficult to implement in practice.

In this paper we propose another way to compute the Robinson and Foulds topologic distance

between two trees given by their tree metric matrices as well as the strict consensus tree of k trees and

other tree comparative indices. Thus, we introduce an optimal time complexity algorithm, taking

O(n2) time to compute the Robinson and Foulds distance between two trees and O(kn2) time to

compute the strict consensus tree of k trees, when applied to n×n tree metric matrices. This algorithm

using the combinatorial properties of circular orders, allows for the construction of specially ordered
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bipartition tables for each tree metric considered. An interesting feature of such tables is that any two

of them can be compared in O(n2) time to detect matching clusters.

We begin this paper by recalling some necessary definitions followed by the presentation of the

algorithm (Algorithm 1) providing a circular order of elements of X given a tree metric matrix. This

algorithm is discussed in greater detail in Yushmanov (1984) and Makarenkov and Leclerc (1997).

We also recall Yushmanov’s result establishing that an additive tree can be encoded by a sequence,

defined through a circular order of elements of X, of 2n-3 distances between its leaves. Furthermore,

the entire additive tree can be inferred from such a sequence in O(n) time (see Makarenkov and

Leclerc (1997) for a demonstration). Algorithm 1 is then used as a base for the design of Algorithm 2,

which computes the Robinson and Foulds distance between two trees in optimal time. This algorithm

is then generalized for computation, still in optimal time, of some other useful tree comparative

indices as well as the strict consensus tree.

Circular orders and their application for encoding and reconstructing of additive

trees

Let X be a set with n elements. A tree metric on X is a non-negative real function d on X×X

satisfying the following conditions: for all x, y, z, w ∈  X, d(x,y) = d(y,x), d(x,y) = 0 if and only if

x = y, and d(x,y) + d(z,w) ≤ max{ d(x,z) + d(y,w) , d(x,w) + d(y,z) }.

A graph G on a finite vertex set V(G) is a pair G = (V(G),E(G)), where E(G), the set of the

edges of G, is a subset of the set V(G)(2) of all unordered pairs of distinct elements of G;  an edge is

denoted here vv'. The degree of a vertex v is the number of edges e ∈  E(G) such that v ∈  e. A leaf is

a vertex of degree one. The elements of  V(T)-X are the interior vertices. In a graph G, a path P

between two vertices v and v' is a sequence of edges vv1, v1v2,…, vk-1vk, vkv'. If, in the previous
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definition, v = v', then P is a circuit of G. The graph G is connected if there exists a path between v

and v' for any pair v, v' of distinct vertices of G. The graph G is a tree if it is connected and has no

circuits. A tree T = (V(T),E(T)) has exactly |V(T)|-1 edges; there is a unique path, denoted T(vv'), or

(vv') when there is no risk of ambiguity, between any two distinct vertices v and v' of a tree.

An additive tree (valued tree) is an ordered pair Tl = (T,l), where T is a tree and l is a non-

negative real length function on the edge set E(T) of T. The distance dist(v,v') between two vertices v

and v' of T is equal to ∑e∈ T(vv') l(e); it defines a tree metric. According to a well-known result

recalled in the introduction, any tree metric on X ⊆  V(T) corresponds to a positively valued tree.

Let UX denote the set of unrooted additive trees, some of whose vertices are labeled by the

integers in the set X = {1,...,n}; moreover, all leaves and all interior vertices of degree two are

always labeled by the elements of X. Each element of UX is associated with an unique distance matrix

d of dimensions n×n. In such a matrix every labeled vertex is associated with one row (column) and

the value d(i,j) corresponding to the pair i, j of elements of X is equal to the distance between vertices

i and j in the tree.

Two options are retained throughout the paper for the choice of a class UX of additive trees

providing unicity of the tree representation of any tree metric d. Let L(T) be the set of the leaves of T:

    Option        1    : a tree T of UX has no edges of null length.

    Option        2    : no interior vertex of a tree T of UX has degree 2 and X = L(T).

To obtain a tree T’ of Option 2 type from a tree T of Option 1 type, one can merely replace each

interior vertex x ∈  X of degree 2 (if any) by a new interior vertex u and an edge ux of null length.

In both cases, a tree of UX has at most 2n-2 vertices and 2n-3 edges, these numbers

corresponding to the non-degenerate case (a binary tree) where all the elements of X are leaves and all

the interior vertices have degree 3. The articulation point a(x) of x ∈  X is the vertex v adjacent to x
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(that is vx ∈  E(T)) if x is a leaf, while (under Option 1) a(x) = x if not; the articulation point of a

vertex indexed as xi is denoted as ai.

We now recall two equivalent definitions of some classes of linear orders on X. First, such a

class is associated with a given non-valued tree T by geometric considerations; it has been proposed

by Chaiken et al. (1983) and generalized by Barthélemy and Guénoche (1988, 1991). Consider a

graphic planar representation of T (where two edges have no common points other than a common

vertex) and an ordering obtained as follows: first, the leaf x1 is arbitrarily chosen; then, the leaves are

indexed as x1, x2,…, xn according to a circular (clockwise) scanning of the subset X of vertices of T.

Such an order, frequently called a diagonal plane order or a circular order in the literature. For

instance, the leaf order 1, 2, 3, 4 in the three trees in Figure 1 is circular.

The second definition is more combinatorial and relies on one of Yushmanov’s (1984) ideas; he

proposed to construct, from the tree metric d on X, an ordering x1, x2,…, xn of X such that: (i) x1

and xn are arbitrarily chosen; (ii) for k = 0, 1,…, n-3,      d(xn-k,xn-k-1) - d(x1,xn-k-1) = mini∈ {2,…,n-

k-1}  d(xn-k,xi) - d(x1,xi). This property ensures that the tree corresponding to d can be obtained by

sequential grafting of the edge an-kxn-k (or the vertex xn-k) on the path (x1xn-k-1). Such orders have

been studied in more detail in Makarenkov and Leclerc (1997), where the equivalence of the

Yushmanov orders of a tree metric matrix d and the circular orders of the additive tree corresponding
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to d has been proved. In this paper we recall Yushmanov’s algorithm (Table 1) for computation of a

circular order of elements of X (circular order of leaves of the corresponding additive tree) given a

tree metric matrix.

    Algorithm              1   : Construction of a circular (Yushmanov) order  x1, x2,…,xn  of the set  X

Input:  a finite set X with n elements; a dissimilarity d on X.

Output:  a circular (Yushmanov) order (x1, x2,…, xn) on X associated with d.

Initialization Choose arbitrarily two leaves x1 and xn; W := X-{ x1,xn}; k = 0

Repeat

Find xn-k-1 in W such that:

d(xn-k,xn-k-1)-d(x1,xn-k-1) = minw∈ W d(xn-k,w)-d(x1,w);

W := W-{ xn-k};

k = k+1

Until  W = ∆

Table 1: Algorithm 1 (Construction of a circular order of the set X)

a b

c

d e

f
g

f

d

b

e

c

28
5 25

48 56 45
54 62 51 8
59 67 56 6155
41 49 38 37 43 30

Table 2: Tree matrix d on the set of elements a, b, c, d, e, f, g

Here we demonstrate the implementation of Algorithm 1 on the tree metric d from Table 2. So,

we are looking for a circular order of elements of X ={a, b, c, d, e, f, g}.
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Let us set x1 =  a  and x7 =  b ;  Algorithm 1 computes a quantity: d(b,w) - d(a,w) for w  =  c,

d,  e ,  f  and g , which gives :

d(b,c)-d(a,c)=25-5=20     d(b,d)-d(a,d)=56-48=8     d(b,e)-d(a,e)=62-54=8

d(b,f)-d(a,f)=67-59=8      d(b,g)-d(a,g)=49-41=8

Thus x6 may be chosen from  d ,  e ,  f  and  g providing the minimal value of 8; let us set x6 = d

and compute :

d(d,c)-d(a,c)=45-5=40 d(d,e)-d(a,e)=8-54=-46

d(d,f)-d(a,f)=55-59=-4 d(d,g)-d(a,g)=37-41=-4

Which implies that x5 =  e  and, at the next step, we have :

d(e,c)-d(a,c)=51-5=46     d(e,f)-d(a,f)=61-59=2     d(e,g)-d(a,g)=43-41=2

Let us set  x4 =  f  and compute :

d(f,g)-d(a,g)=30-41=-11  d(f,c)-d(a,c)=56-5=51,

that implies  x3 =  g and x2 =  c.

Therefore, the circular order of elements of X thus obtained is: x1 = a ; x2 = c ; x3 = g ; x4 = f ;   

x5 = e ; x6 = d ; x7 = b.

Once a circular order (x1, x2,…, xn) of elements of X is determined, the corresponding additive tree

(the list of edges with their lengths) can be reconstructed from the following sequences of 2n-3 entries

of the given tree metric matrix: d(x1,x2), d(x1,x3), d(x2,x3), ..., d(x1,xi), d(xi-1,xi),...,    d(xn-1,xn).

Moreover, this reconstruction can be performed in O(n) time using an appropriate algorithm (see

Yushmanov (1984) or Chaiken et al. (1983) for the case of unvalued trees and Makarenkov and

Leclerc (1997) for the case of additive (valued) trees). This linear time complexity algorithm

reconstructs an additive tree from a sequence of 2n-3 values, adding a new leaf (a new element) at a

time to the growing tree and calculating the lengths of new edges. The reconstructing algorithm starts

from a tree containing only the edge x1x2 of the length d(x1,x2). At each step k (k = 2, ..., n-1) a

new edge ak+1xk+1 of the length (d(x1,xk+1) + d(xk,xk+1) - d(x1,xk))/2 is added to the tree, where the
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articulation point ak+1 of the new leaf xk+1 is located on the path (x1,xk) at the distance (d(x1,xk) +

d(xk,xk+1) - d(x1,xk+1))/2 from the leaf xk.

The six consecutive additive trees (the number in parenthesis at each edge corresponds to its

length) obtained by this fast reconstructing algorithm from the sequence of 2n-3=11 entries {5, 41,

38, 59, 30, 54, 61, 48, 8, 28, 35} of the tree metric of Table 2 chosen according to the circular order

a c g f e d b determined above, are presented in Figure 2.

So, any such a sequence of 2n-3 entries of the tree matrix d constitutes a linear encoding of

the minimal length of the additive tree T. This sequence may also be used to recover the entire matrix

d using the following recurrence formula found by Leclerc (1995) for all i < j-1,  d(xi,xj) = max{

d(x1,xj) + d(xi,xj-1) ; d(x1,xi) +  d(xj-1,xj) } - d(x1,xj-1).

Calculation of the topologic distance between two additive trees given by their

distance matrices

In this section we present an algorithm which computes the value of the Robinson and Foulds

topologic distance between two additive trees. The algorithm described here runs in O(n2) time when

starting with two n×n tree metric matrices as the input. In fact, tree valuations have no importance

when calculating the Robinson and Foulds topologic distance, but, often we have to deal with the

situation where the only available information is a tree metric matrix. It is assumed that the elements

of X are labeled as 1,..., n, according to an arbitrary fixed order. Algorithm 2 (Table 10) is given in

the form corresponding to Option 2 (no interior vertex of any tree T of UX has degree 2 and X =

L(T)), whereas Option 1 can be treated in a similar way by introducing slight modifications in the

second part of the algorithm.

We start with an outline of Algorithm 2, which includes three basic parts. The first part consists

of carrying out Algorithm 1 on the tree metric matrices d1 and d2 to determine their corresponding

circular orders on X. We should perform the first part of Algorithm 2 with the same choice of the
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starting element x1 in both circular orders of d1 and d2. The second part of the algorithm involves

consecutive performing of the following computation procedure on d1 and d2: a modified version of

the reconstruction algorithm mentioned at the end of previous section (a linear time complexity

reconstruction algorithm providing the list of tree edges with their lengths from the sequence of 2n-3

entries of a given tree metric matrix, chosen with respect to a circular order) is applied to get at step k

a reduced tree Tk+1 with k+1 leaves corresponding to the first k+1 elements of a considered circular

order. The ordered bipartition matrix of Tk, built during the previous steps, is updated into the one of

Tk+1 after taking the new edges into account. The third part of Algorithm 2 proceeds by matching

edges, providing the same bipartitions in two ordered bipartition tables and thus, by calculating the

topologic distance.

Here we mainly detail the working principles of the second part of this new algorithm, that is

the construction of two bipartition tables. As these tables are obtained by two independent executions

of the same procedure, we explain how it works on an arbitrary tree metric matrix. The bipartition

table B is a binary matrix, containing only 0 and 1 values. It is composed of n columns and m rows,

where each column corresponds to an element of X (a leaf of the tree) and each row corresponds to an

edge of the additive tree under construction. Let us recall that the number of edges m of an additive

tree with n leaves is comprised between n and 2n-3.

The column order of B is the above-mentioned fixed order on X: the first column of B

corresponds to Element 1, the second to Element 2, and so on. This fixed order should not be

confused with a circular order x1, x2,…, xn on X, obtained in the first part of Algorithm 2 and stored

as a permutation of the fixed order.

The matrix B = (Bij)i=1,…|V(T)|, j=1,…,n , obtained after the first k steps, is organized as follows:

given a row i and a column j, the value of Bij is 0 if the vertex j has not been added to Tk+1 yet, i.e. j

∉  {x1,…,xk+1}; otherwise, B(i,j) = 0 if the vertices x1 and j belong to the same part of the bipartition

created by the edge i in Tk+1; and B(i,j) = 1, if not.
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Let us consider the classical lexicographic linear order on the rows of B (edges of T): the

row i is said greater than the row i’  if there is a column j such that Bij  = 1, Bi’j  = 0, and Bij’  = Bi’j’
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for all j’  > j. For instance, the vector 0010001 is greater than 0000001 which is, in its turn, greater

than 0010000, in Table 4 corresponding to the tree T3 from Figure 2.

Edge a b c d e f g PLACE Path Edge a b c d e f g PLACE Path
1 0 0 1 0 0 0 0 1 1 1 0 0 1 0 0 0 0 1 3

2 0 0 0 0 0 0 1 2 2
3 0 0 1 0 0 0 1 3        

Table 3: Bipartition table B of T2 Table 4: Bipartition table B of T3

Edge a b c d e f g PLACE Path Edge a b c d e f g PLACE Path
1 0 0 1 0 0 0 0 1 3 1 0 0 1 0 0 0 0 1 3
2 0 0 0 0 0 0 1 4 5 2 0 0 0 0 0 0 1 6 7
3 0 0 1 0 0 1 1 2 4 3 0 0 1 0 1 1 1 4 6
4 0 0 0 0 0 1 0 5 4 0 0 0 0 0 1 0 2
5 0 0 0 0 0 1 1 3 5 0 0 0 0 0 1 1 5

6 0 0 0 0 1 0 0 7
7 0 0 0 0 1 1 1 3

Table 5: Bipartition table B of T4 Table 6: Bipartition table B of T5

Edge a b c d e f g PLACE Path Edge a b c d e f g PLACE Path
1 0 0 1 0 0 0 0 1 3 1 0 0 1 0 0 0 0 10 3
2 0 0 0 0 0 0 1 8 7 2 0 0 0 0 0 0 1 1 11
3 0 0 1 1 1 1 1 6 9 3 0 1 1 1 1 1 1 8 10
4 0 0 0 0 0 1 0 9 8 4 0 0 0 0 0 1 0 6
5 0 0 0 0 0 1 1 4 5 0 0 0 0 0 1 1 9
6 0 0 0 0 1 0 0 2 6 0 0 0 0 1 0 0 4
7 0 0 0 1 1 1 1 5 7 0 0 0 1 1 1 1 2
8 0 0 0 1 0 0 0 7 8 0 0 0 1 0 0 0 5
9 0 0 0 1 1 0 0 3 9 0 0 0 1 1 0 0 7

10 0 1 0 0 0 0 0 11
11 0 1 0 1 1 1 1 3

Table 7: Bipartition table B of T6 Table 8: Bipartition table B of T7
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Edge a b c d e f g
10 0 1 0 0 0 0 0
1 0 0 1 0 0 0 0
8 0 0 0 1 0 0 0
6 0 0 0 0 1 0 0
9 0 0 0 1 1 0 0
4 0 0 0 0 0 1 0
2 0 0 0 0 0 0 1
5 0 0 0 0 0 1 1
7 0 0 0 1 1 1 1

11 0 1 0 1 1 1 1
3 0 1 1 1 1 1 1

Table 9: Ordered bipartition table B  for the final tree T7 Tables 3-9 completely describe the

second part of Algorithm 2 (Stages 2.0 to 2.6 below), which starts with the circular order   a c g f e d

b  as above and the initial fixed order  a b c d e f g. In these tables, the first column gives edge

identifications, whereas the next columns “a” to “g” are presented according to the fixed order. The

meanings of the last two columns, denoted PLACE and Path (see Tables 3-9), are explained in the

description below. This description discusses the full algorithmic diagram presented in Table 10.

We illustrate the steps of Algorithm 2 on the tree associated with the tree metric of Table 2.

Figure 2 shows the six successive additive trees obtained at the respective six steps during the linear

time complexity reconstruction procedure, given the circular order a c g f e d b of elements on X and

the sequence of the corresponding 2n-3 tree metric entries from the example of previous section. Here

we will show how six consecutive ordered bipartition tables corresponding to the six trees from

Figure 2 can be built using some combinatorial properties of circular orders.

Let us set ∆i, j
k  = (d(xi,xk) + d(xj,xk) - d(xi,xj))/2. It is worth noting that in an additive tree the

quantity ∆i, j
k  is equal to the distance between the vertex xk and the path (xi,xj).
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    Algorithm              2    Calculation of Robinson and Foulds topologic distance

Input : two tree metrics d1 and d2 on the same finite set X = {1,2,...,n}.

Output : Robinson and Foulds topologic distance between d1 and d2.

1. Perform Algorithm 1  on d1 and d2 in order to obtain a circular order of elements of X for each tree metric,

choosing the same element of X as a starting element x1of both circular orders.

2. Execute independently on d1 and d2 to obtain their bipartition matrices B1 and B2 and the corresponding linked lists

PLACE1 and PLACE2, which provide their edge orders.

2.0 Initialization

B(i,j) = 0; (i = 1,…, 2n-3, j = 1,…, n); MaxCol(i) = 0, (i = 1,…, 2n-3); k = 2;

B(1,x2) = 1; MaxCol(1) = x2; Path(1) = 1; PLACE(1) = 1;

2.1. Run each edge of the path (x1,xk) starting from xk until finding an edge uv such that:

dist(xk,v) ≤ ∆1,k+1
k  ≤ dist(xk,u);

Remove edge number of each passed edge, including uv, from the array Path;

2.2. If  dist(xk,v) < ∆1,k+1
k  < dist(xk,u), then

Add the number of the edge uak+1 in B equal to m(Tk)+2 to Path;

If  dist(xk,v) < ∆1,k+1
k  < dist(xk,u), then do j = 1, n

B(m(Tk)+2,j) = B(uv,j);

Add the number of the edge ak+1xk+1 in B equal to m(Tk)+1 to Path;

2.3. Do i = 1, |Path|

B(Path(i), xk+1) = 1;

2.4. MaxCol(m(Tk)+2) = MaxCol(uv);

Do i = 1, |Path|

if  MaxCol(Path(i)) < xk+1 then MaxCol(Path(i)) = xk+1;

Table 10: Algorithm 2 (Calculation of Robinson and Foulds topologic distance)
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Table 10 (Continued)

2.5. Insert m(Tk)+1 in PLACE(1);

if  (m(Tk)+2 = m(Tk+1)) then do

i = 2;

while (PLACE(i) ≠ uv) do

i = i+1;

Insert m(Tk)+2 in PLACE(i+1);

i = m(Tk+1)-1;

edge = 2;

repeat

if  (PLACE(i) = Path(edge)) then do

edge = edge+1;

j = i+1;

    while (xk+1 > MaxCol(PLACE(j))do

j = j+1;

if  (j  > i+1) then

Move up PLACE(i), putting it just before PLACE(j-1);

i = i-1;

until  (i = 0)

2.6. If  k < n-1, then k = k+1 and go to Stage 2.1.,

      else if k = n, then sort the bipartition table B subject to the linked list PLACE.

3. Compare the ordered bipartition tables B1 and B2 associated with d1 and d2 to compute the Robinson and Folds

distance.
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2.0. The tree T2 consists of the edge x1x2. The matrix B (Table 3) is initialized with a unique row

containing value 1 in the case associated with the leaf c = x2 and zero values elsewhere.

A number is assigned to each edge of the current tree (column “Edge” in Tables 3-9); this

column is initialized by assigning number 1 to the unique edge x1x2. Another array listing the edges

of the path (x1,xk), according to their numbers, is denoted here Path. An ordered linked list, denoted

PLACE, provides the lexicographic order on the edges; it is also initialized with the rank number 1

assigned to the unique edge x1x2. This linked list gives edge ranks according to lexicographic

growing order. The statement PLACE(i) corresponds to the i-th element of the list. To update the

array PLACE in optimal time we also need an auxiliary array, denoted MaxCol in Table 10, which

contains maximum column values of each edge of a tree under consideration.  For example, in Table

4 associated with the tree T3 we have: MaxCol (2) = MaxCol (3) = g > c = MaxCol(1).

2.1. The element xk+1 has to be added to the growing tree Tk at the current step k. In the array Path,

the i-th entry consists of the number of the i-th edge of the path (x1,xk) starting from x1. We traverse

this path starting from xk until finding an edge uv such that: dist(xk,v) ≤ ∆1,k+1
k  ≤ dist(xk,u). This is

accomplished by summing the edge lengths of all the passed edges starting from akxk. According to

our tree representation agreement (Option 2), one or three new edges should be added to the tree Tk

and none or one should be removed to obtain the tree Tk+1. Not all the edges on the path (x1,xk)

belong to the path (x1,xk+1) and those that do not are removed from the array Path.

2.2. At this stage new edges are introduced in the bipartition table B. If there are three new edges to

add in Tk and one to remove to obtain the tree Tk+1, then we complete the matrix B with two new

rows m(Tk)+1 and m(Tk)+2.

If the edge uak+1 is added to the tree, then its binary vector is located in the row m(Tk)+2 of B;

it holds the same values as the row corresponding to the edge uv shared at the current step of the

algorithm. This edge uv is replaced in B by the edge ak+1v. This last operation does not involve any

change in B.



18

2.3. The value 1 is assigned to each entry (i,xk+1) of B such that i is a row associated with an edge of

the path (x1,xk+1) in the new tree Tk+1.

2.4. This is an updating stage for the array of maximum column values MaxCol. The maximum

column value of the row i associated with an edge of the path (x1,xk+1) becomes xk+1 if MaxCol(i) is

smaller than xk+1.

2.5. Let us explain in detail the important and a bit sophisticated procedure used to update the linked

list PLACE providing the lexicographic order of edges.

To incorporate the three new edges uak+1, ak+1v and ak+1xk+1 into the linked list PLACE we

should proceed as follows: the edge ak+1xk+1 will be located at the bottom of PLACE, the edge ak+1v

will replace the shared edge uv and the edge uak+1 will follow ak+1v. If there is only one new added

edge ak+1xk+1, it should be located at the bottom of PLACE.

The addition of the new leaf xk+1 may involve some other modifications in the linked list

PLACE. Let us show how to take them into account. The rank in PLACE of an edge of the path

(x1,xk) of Tk can only increase if this edge belongs to the path (x1,xk+1) of Tk+1. The edge x1a1

always has the greatest rank in PLACE and is located at the top of this list, because all the leaves of

Tk+1, except x1, are located on the side of the vertex a1. It consists of values of 1 in all entries

associated with leaves x2 to xk+1. So, the rank assigned to x1a1 is always equal to the number

m(Tk+1) of edges in the tree Tk+1.

Let us consider an edge uv of the path (x1,xk+1), where u is located on the path (x1,v); its rank

in PLACE is always greater than the rank of any edge located on the side of the new leaf xk+1, i.e.

any edge belonging to the subtree rooted by v and not including the edge uv. In the same way, the

rank of uv is inferior to the rank of any edge of the path (x1,u). As for other edges located on the

same side as the vertex x1 with respect to the edge uv and not belonging to (x1,u), they may have

ranks superior or inferior than that of uv and, when adding the new leaf xk+1, the rank of the edge uv

may become greater than the rank of some of these edges.
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Thus, at the current step k, we have to update the linked list PLACE by checking each edge of

the path (a1,xk+1) against the possibility of increasing its rank in PLACE. We begin this updating

procedure with the second edge, called here a1u, of the path (x1,xk+1) encoded in the array Path. We

then compare, for the fixed order on X, the leaf xk+1 with the maximum leaf number, available in the

array MaxCol, of each edge located between a1u and x1a1 in PLACE (if such an edge exists). Once

the new rank of a1u in PLACE is found, we check the next edge uv of the path (a1,xk+1) in the same

way. A similar checking procedure is performed on each edge of the path (a1,xk+1) to get the new

linked list of edge numbers PLACE, corresponding to the tree Tk+1.

2.6. If k < n, then we continue the turn of the loop with an incremented value of k and go to Stage

2.1. If k = n, then we sort the bipartition table B subject to the linked list PLACE in order to provide

the ordered bipartition table corresponding to the final tree with n leaves.

To show that the time complexity of Part 2 of Algorithm 2 is O(n2), we notice that the number

of different edges appearing in the array Path does not exceed 2n-3 and also that the rank of any of

these edges belonging to the growing tree at each step of the algorithm cannot rise in the linked list

PLACE more than 3n-6 times.

In fact, PLACE can be organized as an array and not a linked list without increasing the order

of complexity of Part 2 of Algorithm 4, which remains O(n2), but in this case we should carry out at

each step a supplementary recording procedure that makes the algorithm less elegant.

The third part of Algorithm 2 proceeds by comparing ordered bipartition tables B1 and B2,

corresponding to d1 and d2. The minimal rows of B1 and B2 are compared first and so on. The

Robinson and Foulds topologic distance is then equal to 2n-6 minus twice the number of common

non-trivial bipartitions in the matrices B1 and B2. For the estimation of the total complexity of

Algorithm 2, we notice that each of its three basic parts can be performed in O(n2) time. That allows

us to formulate the following theorem:
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Theorem Algorithm 2 requires O(n2) operations to compute the Robinson and Foulds topologic

distance between two trees given by their distance matrices of dimensions n×n.

Computing the strict consensus tree and some consensus indices

For any k-tuple T* = (T1,…,Tk) of trees in UX, the strict consensus tree C(T*) is that tree in

UX containing exactly those bipartitions common to all the trees of T* . Here we are interested in

reconstructing the strict consensus tree of a tuple of trees given as a tuple d* = (d1,…,dk) of distance

matrices and we also denote it C(d*). It is not difficult to see that the consecutive carrying out of the

first two parts of Algorithm 2, i.e. the determination of circular orders and ordered bipartition tables

of k distance matrices, takes O(kn2) time. We can compare the ordered bipartition tables B1 and B2

corresponding to d1 and d2 to build an ordered bipartition table of C(d1,d2). This table, denoted here

B12, includes only those bipartitions which appear in both B1 and B2 tables. Therefore, the number

of rows of B12 is equal to the number of common clusters in B1 and B2.

In the same way, we compare the ordered bipartition table B12 with the ordered bipartition table

B3 of d3 to build the ordered bipartition table of C(d1,d2,d3), and so on.

Since the comparison of two ordered bipartition tables can be carried out in O(n2), the whole

algorithm computes C(d*) in O(kn2) time. Figure 3 exhibits the strict consensus tree C(T1,T2) of two

trees T1 and T2. In this example there are two common non-trivial bipartitions in T1 and T2, {ac,

bdefghi} and {ach, bdefgi}.

McMorris, Meronk and Neumann (1983) defined a family of consensus functions Ml on the set

of the k-tuples of elements of UX on the following way: let l be an integer such that k/2  + 1 ≤ l ≤ k

(where  k/2  denotes the greatest integer not exceeding k/2): a bipartition of X is a bipartition of

Ml(T*) if and only if it appears in at least l of the Ti’s. It may be shown that such a set of bipartitions
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corresponds to a tree. Indeed, these authors considered the case of rooted trees (hierarchies, or n-

trees), which are closely related to additive trees by the following one-to-one correspondence (see,

e.g., Day (1985)).

Let x0 ∈  X; a hierarchy H on X-{ x0} is obtained by deleting the edge a0x0 from an additive tree T (in

the Option 2 form) and rooting the obtained tree in a0. A cluster Y of H comes from the bipartition

(Y,X-Y), where x0 ∈  X-Y. The strict consensus C corresponds to l = k, and the majority rule to l =

 k/2  + 1. The latter consensus tree method is considered in Margush and McMorris (1981) for
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rooted trees and by Barthélemy et al. (1986) in the unrooted case. Other consensus functions Ml are

studied in McMorris and Neumann (1983) and Barthélemy (1988) for hierarchies, and in Barthélemy

and Janowitz (1991) for both kinds of trees (see Leclerc (1998) for a recent review on the consensus

of classification trees). It is easy to see that the consensus tree Ml(d*) of k trees given by a k-tuple d*

of distance matrices can be computed in O(k(k-l+1)n2)  time using a variant of Algorithm 2.

Let S(T) be the set of bipartitions of a tree T ∈  UX. Several comparison indices measuring a

degree of agreement among two trees T1 and T2 in UX have been proposed in the literature. They are

often based on the bipartition sets D(T1,T2) = (S(T1)-S(T2))∪ (S(T2)-S(T1)) (distance indices) or

S(C(T1,T2)) (consensus indices); for another paradigm, see Goddard et al. (1995). For instance, as

noted above, the Robinson and Foulds distance between T1 and T2 is the cardinality of D(T1,T2), and

the CIC  index of Nelson (1979) is a normalization of the cardinality of S(C(T1,T2)); other indices

take in consideration some parameters related to the blocks of the bipartitions of D(T1,T2) or

S(C(T1,T2)), for instance their cardinalities. Day (1985) surveys eight such indices, sometimes

adapted from comparison indices on hierarchies; other indices are proposed in Barthélemy et al.

(1986), following a study about hierarchies of Leclerc (1985). Shao (1983) and Day (1985)

investigate interrelationships among many of these measures as well as among some other consensus

indices available only for rooted trees. Since Algorithm 2 allows us to determine efficiently the sets

D(T1,T2) and S(C(T1,T2)), it is still an efficient tool for the calculation of almost all these comparison

indices.

Discussion

We described an optimal algorithm (Algorithm 2) designed to compute in O(n2) time the

Robinson and Foulds topologic distance between two trees given by their distance (tree metric)

matrices. This algorithm can be adapted to compute in optimal (O(kn2)) time the strict consensus tree
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of k trees as well as most of the well-known consensus indices between two trees in O(n2). Our

algorithm consists of three basic parts: the first part proceeds by obtaining a circular order of the

elements of X for both given distance matrices; the second part, performed independently on both

distance matrices, uses this circular order to build an ordered bipartition table of a unique additive tree

associated with distance matrix; the third part proceeds by matching two ordered bipartition tables

and, subsequently computing the Robinson and Foulds distance.

Since optimal procedures for inferring an additive tree in UX from its distance matrix require

O(n2) time to solve this problem, the new algorithm presented in this paper allows us to compare trees

given by their distance matrices without increasing the order of complexity of the tree inferring

procedure.

In this work we emphasize the usefulness of circular orders in the study of additive trees. These

orders may be employed not only for inferring, fitting or drawing additive trees in optimal time, as in

Chaiken et al. (1983), Yushmanov (1984) and Makarenkov and Leclerc (1997), but also for fast

comparisons of two or more tree structures represented by their distance matrices. As has been shown

in the latter work, a circular order determination algorithm (Algorithm 1 of this paper) can be

implemented not only with a given tree metric matrix as the input, but also with any dissimilarity

matrix. So, some new similarity measures between two or more dissimilarities can be defined by the

consecutive performing Algorithms 1 and 2. Such new dissimilarity measures as well as development

of other properties of introduced ordered bipartition tables might be interesting problems for further

investigation.

A computer program (distributed as freeware, for Windows 32-bit, Macintosh and various

versions of UNIX) which performs the computation of the Robinson and Foulds topological distance

between two or more additive tree distance matrices according the Algorithm 2 described here, as well

as its C source code, are available on the World Wide Web at URL

<http://www.fas.umontreal.ca/BIOL/legendre/index.html>. Algorithms 1 and 2 are also part of the

computer package T-REX (Macintosh and Windows versions available at the above-mentioned

URL), which also includes some popular methods of tree reconstruction, such as ADDTREE by
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Sattath and Tversky (1977), the Neighbor Joining method by Saitou and Nei (1987), the Unweighted

Neighbor Joining method by Gascuel (1997), the Method of Weights by Makarenkov and Leclerc

(1999), and others.
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